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Abstract: A social network is made up of a set of social actors (such as individuals or organizations) and a set of the 

process ties between these actors. Previous research mainly focused on modelling and tracking public sentiment (In 

case of Twitter). In this work, we move one step to interpret sentiment variations. Proposed work that tries to analyse 

and interpret the public sentiment variations in micro blogging services. We propose a sentimental data analysis model. 

To develop a application to analyse the sentimental data using sentimental data analysis. Sentimental data can be 

analysed used negative and positive words given in the statement. This system can be used for any type application to 

analysis the comment which is in the data set. To further enhance the readability of the mined reasons separated the 

sentence into various levels and the process can be included in the form of visualization so that the user not need to 

read entire comments which are commented. The proposed models can also be applied to other tasks such as finding 

topic differences between two sets of documents. All the result will be shown through charts and graphs. The partitions 

are classified in well methodology and in case of established functions.  
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INTRODUCTION 
 

Sentiment Analysis is a Natural Language Processing and 

Information Extraction task that aims to obtain writer‟s 

feelings is nothing but positive or negative comments, 

questions and requests, by analyzing a large numbers of 

documents. Generally speaking, sentiment analysis aim is 

deciding the attitude of a speaker or a writer with respect 

to some topic of a document. In recent years, the fastly 

increase in the Internet usage and exchange of public 

opinion is the driving force after Sentiment Analysis 

today. The Web is a huge repository of structured and 

unstructured data. 
 

Main Approaches 
 

Sentiment analysis can be grouped into three main types: 

keyword spotting, lexical affinity, and statistical methods. 

Keyword spotting is the most simple approach and 

probably also the most popular because of its accessibility 

and economy. Text is classified into effect categories 

based on the presence of fairly unambiguous affect words 

like „happy‟, „sad‟, „Scared‟. The weaknesses of this 

approach lie in two areas: poor recognition of affect when 

negation is involved and reliance on area features. About 

its second weakness, the approach relies on the presence 

of obvious affect words that are only area features of the 

prose.  Lexical affinity is slightly more sophisticated than 

keyword spotting as, rather than simply find obvious affect 

words, it assigns arbitrary words a probabilistic „affinity‟ 

for a particular emotion. These probabilities are usually 

trained from linguistic corpora. 
 

Word of mouth is the process of transfer information from 

person to person and plays a major role in customer 

buying decisions. In commercial situations, it involves 
consumers sharing attitudes, opinions, or reactions about 

 
 

businesses, products, or services with other people. 

Research also indicates that people appear to trust 

seemingly disinterested opinions from people outside their 

direct social network, such as online reviews. This is 

where Sentiment Analysis comes into play. With 

explosion of Web 2.0 platforms consumers have a soapbox 

of unprecedented reach and power by which they can 

share opinions. A major companies have realized these 

consumer voices affect shaping voices of other consumers.  
 

EXISTING SYSTEM 
 

A social network is made up of a set of social actors (such 

as individuals or organizations) and a set of the pair ties 

between these actors. The social network view provides a 

set of methods for analysing the structure of whole social 

entities as well as a different of theories explaining the 

patterns observed in these structures. The study of these 

structures uses social network analysis to find local and 

global patterns, locate influential entities, and examine 

network dynamics. The existing system of the prediction 

are charts, here the charts will be in the normal format to 

understand the data.  
 

In sorting, one is concerned with assigning objects to 

classes on the basis of measurements made on these 

objects. There are two main aspects are: distinction and 

clustering, or supervised and unsupervised learning. In 

unsupervised learning, the classes are unknown a prior and 

need to be discovered from the data. In contrast, in 

supervised learning (also known as distinct analysis, class 

prediction, and supervised pattern recognition), the classes 

are predefined and the task is to understand the basis for 

the sorting from a set of labelled objects (training or 

learning set). 
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PROPOSED SYSTEM 
 

Proposed work that tries to analyse and interpret the public 

sentiment variations in micro blogging services. Two 

novel generative models are developed to solve the mind 

mining problem. The two proposed models are general: 

they can be applied to other tasks such as searching topic 

differences between two sets of documents. The proposed 

work has a sentimental data analysis model using Neural 

Networks. Both positive and negative feed backs will be 

calculated here. These foreground topics can give potential 

interpretations of the sentiment variations. To further 

enhance the readability of the mined thinks, we select the 

most representative tweets for foreground topics and 

develop another generative model called Mind Candidate 

and Background LDA (MCB-LDA) to rank them with 

respect to their popularity within the variation period. 
 

Experimental results show that our methods can actually 

find foreground topics and rank reason candidates. The 

proposed models can also be applied to other tasks such as 

searching topic differences between two sets of 

documents. All the result will be shown through charts and 

graphs. 
 

 
 

Fig 1: Ranking Keyword Chart 
 

CONCLUSION 
 

Thus from the result analysis the classification technique 

is very essential to organize data and retrieve information. 

Implementation of machine learning to classify data is not 

easy given the huge amount of heterogeneous data that‟s 

present in the web. So the text categorization algorithm 

processed the text in the form of positive and negative 

analysis for the supporting of E-Commerce application. 
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